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Background

• The disruption of AIGC (AI-generated content)



Behind all these technologies...

• There are large language models (LLMs), or foundation models



Superior performance

• Evaluation on ChatGPT
• Logical reasoning (https://arxiv.org/abs/2302.04023v1 )

• Question answering (https://arxiv.org/abs/2302.06476)

• Sequence tagging (https://arxiv.org/abs/2302.06476)

• Other NLP tasks (https://arxiv.org/abs/2302.04023v1)

• Other concerns
• Education (https://arxiv.org/abs/2212.09292 )

• Ethics (https://arxiv.org/abs/2301.12867)

• Medical text (https://arxiv.org/abs/2212.14882)

• Law (https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4335905)
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Now, let's go back to domain/OOD 
generalization

Is OOD/domain generalization solved by 
large language models?



DG/OOD theorem



A preliminary study

https://arxiv.org/abs/2302.12095

https://arxiv.org/abs/2302.12095


What do we do?

• Task: evaluating the OOD and adv. Robustness of ChatGPT

• Data:
• OOD: use the Flipkart and DDX dataset

• Adv: use the AdvGLUE dataset

• How:
• Query the web from ChatGPT and gather the answer

• Considering comparisons with other foundation models

• Prompt:
• Design prompts for ChatGPT for our task

https://chat.openai.com/chat

https://chat.openai.com/chat


A recap on adversarial robustness

• Adv. Examples:
• Resilience to impercetible 

perturbations

• OOD generalization:
• Resilience to distribution shift

Goodfellow I J, Shlens J, Szegedy C. Explaining and harnessing adversarial examples[J]. arXiv preprint arXiv:1412.6572, 2014.

Adv. and OOD robustness are closely related: both are input perturbations



Adv. dataset

• AdvGLUE

https://adversarialglue.github.io/
https://arxiv.org/pdf/2111.02840.pdf

https://adversarialglue.github.io/
https://arxiv.org/pdf/2111.02840.pdf


Evaluation on real-datasets



Details

• Adv and OOD sentiment analysis:

Prompt=Answer me with "positive" if the following 
sentence represents positive feelings or "negative" else: + 
xxx



OOD medical dataset

• "Imagine you are an intern doctor. Based on the previous dialogue, what is the diagnosis? Select 
one answer among the following lists: ['spontaneous pneumothorax', 'cluster headache', 
'boerhaave', 'spontaneous rib fracture', 'gerd', 'hiv (initial infection)', 'anemia', 'viral pharyngitis', 
'inguinal hernia', 'myasthenia gravis', 'whooping cough', 'anaphylaxis', 'epiglottitis', 'guillain-barré
syndrome', 'acute laryngitis', 'croup', 'psvt', 'atrial fibrillation', 'bronchiectasis', 'allergic sinusitis', 
'chagas', 'scombroid food poisoning', 'myocarditis', 'larygospasm', 'acute dystonic reactions', 
'localized edema', 'sle', 'tuberculosis', 'unstable angina', 'stable angina', 'ebola', 'acute otitis 
media', 'panic attack', 'bronchospasm / acute asthma exacerbation', 'bronchitis', 'acute copd
exacerbation / infection', 'pulmonary embolism', 'urti', 'influenza', 'pneumonia', 'acute 
rhinosinusitis', 'chronic rhinosinusitis', 'bronchiolitis', 'pulmonary neoplasm', 'possible nstemi / 
stemi', 'sarcoidosis', 'pancreatic neoplasm', 'acute pulmonary edema', 'pericarditis', 'cannot 
decide']. The answer should be a single word. The answer is: "



Details

• QQP

Prompt: Is the following two questions equivalent? Just answer me with "yes" or "no": X



MNLI

Prompt: Tell me the relation between the following hypothesis and premise in 
one of the three category: entailment, contradiction, or neutral? Answer me 
with one word.



Results: parameter vs. performance



Results

• ChatGPT achieves great performance
• But still much room for improvement...

• Overfitting? (DeBERTa-L vs. ChatGPT)

Zero-shot classification

Machine translation



Case study: adv. examples



Case study: OOD examples

• It’s hard to find OOD examples for large models…



Back to vision models

• ViT-22B by Google
• By far the largest vision 

foundation models?

https://arxiv.org/pdf/2302.05442.pdf
https://github.com/jindongwang/transferlearning/tree/master/code/clip

CLIP

Vision is not solved, for now…

https://arxiv.org/pdf/2302.05442.pdf
https://github.com/jindongwang/transferlearning/tree/master/code/clip


Possible directions

• Data cleaning
• A balanced: what is noise and what is not?

• Spell correction
• Training a spell-free NLP model?

• Adversarial defense
• A robust pre-trained model? Or a robust fine-tuning technology?

• Selective forgetting of malicious weights: [Zhang et al, 2022]

• Large models + OOD algorithms?
• Efficient! [Lu et al. 2023]

• Zhang et al. ReMoS: Reducing Defect Inheritance in Transfer Learning via Relevant Model Slicing. ICSE 2022.
• Lu et al. FedCLIP: Fast Generalization and Personalization for CLIP in Federated Learning.



ReMoS: relevant model slicing

• Select the most import weights 
and then forget all others
• Safe fine-tuning

• Zhang et al. ReMoS: Reducing Defect Inheritance in Transfer Learning via Relevant Model Slicing. ICSE 2022.



Conclusions

• Adv. And OOD robustness remain a major challenge
• The best performance brought by ChatGPT

• But still far from perfection

• OOD is NOT solved by LLMs
• Domain-specific finetuning is still needed



Thanks for listening!
Contact: Jindong.wang@microsoft.com
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